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Abstract
A new Taylor like expansion formula is established. Here the Riemann-

Stieltjes integral of a function is expanded into a finite sum form which

involves the derivatives of the function evaluated at the right end point of

the interval of integration. The error of the approximation is given in an

integral form involving the nth derivative of the function. Implications and
applications of the formula follow.

1. Results

We give our first and main result:

Theorem 1. Let gy be a Lebesgue integrable and of bounded variation function
on [a,b], a < b. We form

(@) :

[ o, (1)

T (o =1
ﬁgo(n)dt, neN, z ¢ [a,b. @
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Let f be such that f(»=1) 45 @ absolutely continuous function on [a,b]. Then

[ s = S0t 0000) - Hete

k_O
b
“1 [ gaf 0 @
Proof. We apply integration by parts repeatedly (see [1], p. 195):

b b
[ rdo0 = 1®)50(6) - f@ot@) - [ aur'at

b
/ gof'dt
k

and

b b
/ gy = £/B)a1(6) - F'(@)g1(a) — / afd

I

b
1®a®) - [ o
Furthermore
b b b
[ 1o = [ 17don = 17 062(0) - @ te) = [ s

b
SACCORY PV
So far we have got
[ a0 = 1000 - e)te) £ G
b
+ f”(b)gz(b)—/ g f"dt.

Similarly we find

b b b
[ s~ [ g = 5 gu0) - [ qar Ot

That is,
b
[ ram = 100 - r@ta) - FOace

b
E1"OR0) - "Ea®)+ [ oWt
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The validity of (3) is now clear. (]
On Theorem 1 we have

Corollary 1. Additionally assume that f exists and is bounded. Then

b n-1
‘ [ 1m0 = Y0400 0) + r@mia)
B, k=0

b
‘ / 9n-|(t)!""(t)dt‘ < 17"l /a g1 (8)]dt. (1)

As a continuation of Corollary 1 we have

Corollary 2. A ing that go 1s bounded we obtain

b n-1
. [ ram- S MO0 + S

(b— ﬂ)

< 15 Nollgollo—5— (5)

Proof. Here we estimate the right-hand side of inequality (4).
We see that

It

z (g — )2
\ (ﬂ 2)'
z (g —
(= 2)'

< ('7'19‘1";! / (@ -t dt

S T

(n—1)!

lgn-1(2)] (0t

lyo(l)ldl

IA

That is

e

[gn-1(8)] < llyullm all t € [a,b].

-1
= 1)ls’
Consequently,

(b— u)

[ loa-s00d < ol

A refinement of (5) follows in
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Corollary 3. Here the assumptions are as in Corollary 2. We additionally
assume that
150 < &, V21,

i.e., f possess infinitely many derwatives and all are uniformly bounded. Then

b n—1
I / fdgo — (=1 fP(b)gx(0) + f(a)9a(a)
e k=0

b—a)®

= Y > 1. (6)

)

< Kllgolleod

A consequence of (6) comes next.
Corollary 4. Same assumptions as in Corollary 3. For some 0 < r < 1 it holds
that

0™ = Kllaolle L= 10, asim— e @
That is
n-1 b
Jm DR = [ fdao + Se)an(a). ®)
k=0 a

Proof. Call A:=b—a > 0, we want to prove that %’,‘— — 0 as n — +o0. Set

A
By o m =12,
See that
a:,.“:mu:n, =12 e o

But there exists no € N: n > A —1, i.e., A4 < mg -+ 1, that is, 7 := E% <1 (in
fact take ng == [A — 1] + 1, where [-] is the ceiling of the number). Thus

P41 = TC,
where
eli= @png >0
Therefore A A
2
Tng42 = Dol = sm——=7C < 1€
0 70 2 2no ot 2 3
I,
Tnort2 < 72C.



A New Expansion Formula 29

Likewise we get
Tnota < ToC.

And in general we obtain
0< Tpgk <r*-c=c*-rotk keN
where ¢* := 5. That is
O<ay<cr¥, VN2no+l

Since r¥ — 0 as N — 00, we obtain that zy — 0as N — +4o0. Le., ‘b——n‘;): =0,
as n — +oo. ]

Remark 1. (On Theorem 1) Furthermore we see that (here f € C™([a,b]))

] / * fdon + f(@)aola)

®)

n-1 b
Y D00 + " [ a1 0
k=0 L

n-1
< 3 1@ loolgr(®)] + 117 oo f g1 (8)]dt.
k=0 -

Call
L := max{|fllos: [1/'lloos - -+ 1/ lleo} (9)

Then

b
[ o+ s@ata)
2 n-1 b
<L {Z'-"*(")l -p/ Ig,.-.(l)ldl}. n €N fixed. (10)
k=0 &

2. Applications

(1) Let { e} men be a sequence of Borel finite signed measures on [a, b]. Consider
the distribution functions gom(Z) := pmla,z|, = € |a, b, m € N, which are of
bounded variation and Lebesgue integrable. Clearly (here f € C"(a, b))

b
/ St = /° JdGom + Gom(@) - f(a). ()
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We would like to study the weak convergence of jim to zero, as m — +oo. From

(10) and (11) we get

f dpim

Here we assume that
Jom(b) = 0
and
b
/ |gom(t)|dt — 0, asm — +oo.
a

Let k € N, then
b (b — t)k=1
Gk,m(b) =/ %c—)—l)’ga'm(t)dt
a !

by (2).

Thus
)E=1

k@1 < ([ owmitnar) S22 0

That is,
|9km(®)] =0, Yk €N, m— +oo.
Next we have
z =1
grsmie)= [
o (n=2)
Hence

EER ”(T))—mo,m(t)fdt

oy ey /|gam(t)ldt

@=2)
“‘“"’ / Ig0m (Dt

Consequently we get

/lgn mallde < C=0 /lgmu ldt o,

as m — +oo. lLe.,

b
[ lonam(@ldt 0, asm— oo,

n-1
=0 {Zlgkm(bl 4 / |gn— .m(t)ldt} vm € N.

(12)

(13)
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Finally from (12), (13), (14) and (15) we derive that

b
/ fdpn — 0, as m — +o0.
a

That is, f, converges weakly to zero as m — +o00.

The last result was first proved (case of n = 0) in [2] and then in [3].

(I1) Formula (3) is expected to have applications to Numerical Integration.

(I11) Let [a, b] = [0,1] and go(t) = ¢. Let f be such that [~V isa ubsolutoh
continuous function on [0,1]. Then by Theorem 1 we find g.(z) = m, all
n € N. Furthermore we get

(k) Ln o
0 fdt‘Z( 0 OF [ o (16)

One can derive other formulas like (16) for various basic go's.
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